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1https://www.yelpblog.com/2013/09/fake-reviews-on-yelp-dont-worry-weve-got-your-back
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Problem: Given a set of posts from different users, extract credible 
SPO triples (DrugX_HasSideEffect_Y) from trustworthy users

Subhabrata Mukherjee, Gerhard Weikum and Cristian Danescu-Niculescu-Mizil: KDD 2014



(Latent)

Idea: Trustworthy users corroborate on credible statements in objective language

Statements: Assume 
access to an IE tool to 
generate candidate 
triple patterns like: 

Xanax_causes_headache, 
Xanax_gave_demonic-feel

Potentially thousands of such triples, 
with only a handful of credible ones

Each user, post, and statement is a random variable with edges depicting interactions.



Linguistic Features 
from Context: 
Discourse, Modalities, 
Affective Emotion, 
Subjectivity, Negation 
etc.

User Features from 
Profile: Demographics, 
Verbosity, Activity etc.

Partial Supervision: Expert stated (top 20%) side-effects of drugs from MayoClinic used as partial 
training labels. Model predicts the most likely label assignment of remaining unobserved ones.

?
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Subhabrata Mukherjee and Gerhard Weikum: CIKM 2015



Topics

Climate Change

Sources
trunews.com

     Articles
“Global warming 

is a hoax”

     Sources / Users
scientificamerican.com

user-donald

     Reviews / Ratings
scientific analysis, 1/ 5, 

conspiratory theory

Idea: Trustworthy sources publish objective articles (on specific topics) 
corroborated by expert users with credible reviews/ratings, and the converse



Facets

Narration, Lens

Items
Movies, Camera

     ReviewsUsers

     Ratings

Idea: Expert users contribute credible reviews/ratings that 
highlight essential facets of items



Topics

“Energy”

Sources
foxnews.com

     Articles
Health risks of 

nuclear radiation

     Sources / Users
scientificamerican.com

Scientist-john

     Reviews / Ratings
excellent article”, 3/5, 

scientific analysis



Related to Ensemble Learning, Learning to Rank
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Progressive decrease in Mean-squared-Error with more 
network interactions, and context
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Subhabrata Mukherjee, Gerhard Weikum et al.: ICDM 2015, KDD 2016



Assumption: At each timepoint (of writing a 
review) a user remains at the same level 
of experience, or moves to the next level



Assumption: At each timepoint (of writing a 
review) a user remains at the same level 
of experience, or moves to the next level

Abrupt Transition
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Topic Model (Blei et al., JMLR '03)

+ Users ( Author-topic model, 
                Rosen-Zvi et al., UAI '04)

+ Continuous Time (Dynamic topic model, 
                     Wang et al., UAI '08)

+ Continuous Experience (this work) 



Gibbs Sampling
for Facets

Kalman Filter for 
LM evolution

Metropolis Hastings 
for Exp. evolution
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Distributional Hypotheses







Subhabrata Mukherjee, Sourav Dutta, Gerhard Weikum: ECML 2016

1. Rating and review description 
(promotion/demotion)

Excellent product-alarm zone, technical support is almost non-existent 
because of this i will look to another product. this is 
unacceptable. [4]

2. Rating and Facet description (irrelevant)
DO NOT BUY THIS. I can’t file because Turbo Tax doesn’t have 
software updates from the IRS “because of Hurricane Katrina”. [1]

3. Temporal bursts (group spamming)
Dan’s apartment was beautiful, a great location. (3/14/2012)[5]
I highly recommend working with Dan and...         (3/14/2012) [5]
Dan is super friendly, confident...                           (3/14/2012) [4]
my condo listing with no activity, Dan stepped in (4/18/2012) [5]

Snapshot of Inconsistencies
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